
The atomic structure of the liquid-
solid interface has been, until now,
a matter for modeling and the
imagination of the analytical scien-
tist. The invention of scanning
probe microscopes—the scanning
tunneling microscope and atomic
force microscope—has opened this
world to experimental examination.
The microscopes operate on the
simplest of physical princi-
ples—measuring the current or
force between a pair of atoms as a
means of profiling surfaces at
atomic resolution—yet they let us
invade  complex territory. This  re-
view discusses the application of
these simple methods in the com-
plicated environment of the liquid-
solid interface. Principles reviewed
here include some examples of
novel applications at the solid-liq-
uid interface. The interested reader
is referred to Chen (1) for illustra-
tions of the basic techniques.

The solid-liquid interface, so
vital to fields as diverse as electro-
chemistry, biology, and analytical
chemistry, is now accessible to
atomic-scale analysis, and we can

look forward to developments as
dramatic as those that ultrahigh
vacuum technology brought to vac-
uum surface science.

Overview of the
STM and AFM

The scanning tunneling micro-
scope (STM) was invented by Bin-
nig and Röhrer in 1981 (2,3) and
the atomic force microscope
(AFM) by Binnig and Quate in
1986 (4). Both  the STM and  the
AFM work by placing a sensing
probe within an atomic diameter or
so of the surface to be probed. They
rely on ingenious lever mechanisms
which allow the probe tip to be
moved very close to the surface
with a mechanical drive. The re-
mainder of the  approach  is  made
with a piezoelectric actuator (usu-
ally fabricated from lead zirconate
titanate, or PZT). These change di-
mensions when a  potential is  ap-
plied to them, providing smooth
displacements on the order of 1Å
per volt. Similar materials are used
to raster-scan the tip over the sur-

face once  adequate tunnel current
(or interaction force) is obtained. In
one mode (constant current or con-
stant force), the sample or tip is
moved up and down under com-
puter control so as to maintain the
current or force at a constant level
as the tip is scanned over the sur-
face. A typical image consists of a
few hundred scan lines, each of
which may be stored as a few hun-
dred pixels in a computer. Each line
is acquired in times that range from
tens of milliseconds to a few sec-
onds. Thus, whole images are ob-
tained in times that range from sev-
eral minutes to a few seconds. The
displacement, as a function of posi-
tion on the surface (x,y), is mapped
onto a display to provide a quasi-
three-dimensional rendering of the
surface topography.

In the STM a metal tip is
moved very close to a metal sur-
face. A small voltage (millivolts to
volts), applied between the two
metals, drives a net flow of elec-
trons as they tunnel between tip and
substrate. This flow becomes meas-
urable (picoamps to nanoamps)
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when the distance between the tip
and substrate is on the order of an
atomic diameter. Tunneling by a
particle has no classical analog, but
it is familiar in the guise of the
electron “sharing” that leads to
chemical bonds. The STM is lim-
ited to the study of systems that are
electronic conductors. It should be
stressed at the outset that STM im-
ages are based on the electronic
properties of a surface, and inter-
pretation can be difficult (or impos-
sible). However, high resolution is
easily obtained, and the technique
is simple. For these reasons, it is the
technique of choice in electrochem-
istry where the substrate is, of ne-
cessity, an electronic conductor.

The AFM is used to study insu-
lating surfaces. It works by measur-
ing the deflection of a soft force-
sensing cantilever as a probing tip
is scanned over a surface. The
quantum-mechanical “springs” that
hold atoms together are about as
stiff as mechanical springs that can
be made in the lab (on the order of
0.1N/m spring constant). Therefore,
a probe held by such a spring can
be dragged over the surface of  a
solid without substantial damage.
Soft springs are susceptible to vi-
brations, but the problem is allevi-
ated by making them very light so
that their resonant frequency is
high. These are fabricated using in-
tegrated circuit manufacturing tech-
nology. A small pyrimidal protru-
sion at the end of a flexible cantile-
ver contacts the surface. Minute de-
flections of springs may be sensed
by an optical sensor. Vertical  de-
flections of the cantilever are con-
verted  to  angular  deflections  of a
laser beam reflected from the end
of the cantilever. The angular sensi-
tivity  is limited only by the laser
power and noise in the system. It is
relatively easy to sense sub-Ång-
strom motion of the cantilever. The
tip is lowered onto the surface until
a deflection is detected. The sample
is then scanned under the tip while
a computer maintains a constant de-
flection signal. The required verti-
cal deflection is mapped onto a dis-

play using electronics that are es-
sentially identical to those in a
STM controller. The set point de-
flection corresponds to forces (at-
tractive  or repulsive)  of piconew-
tons (pN) to tens of nanonewtons
(nN).

The atomic force microscope
senses bonding between atoms at
the end of a tip on a force-sensing
probe and the atoms in the sub-
strate. The strength of the bonds
falls or rises with the amount of
electron tunneling, so the AFM also
has remarkble sensitivity and re-
sembles STM in more than just the
instrumentation. One important dif-
ference between the techniques lies
with the fact that all the electrons in
an atom can play a role in interac-
tion forces, but only conduction (or
itinerant) electrons carry currents.

The STM and AFM both use
macroscopic probes, but the short
range of interatomic interactions
leads to a contrast that is dominated
by the very end of the sensing
probe. We illustrate this with the ar-
gument that first led Binnig to real-
ize the extraordinary power of the
STM (1). Tunnel current falls off
with distance as

I ∝ e-2κz EQ1

where 2κ is on the order of 1Å-1.
Therefore, a parabolic tip of radius
R will have a lateral current distri-
bution given by

With R = 1000Å, most (90%) of the
current comes from a region of less
than 100Å diameter, so high resolu-
tion is achieved with a blunt tip. In-
deed, if the tip is not smooth but
has a single atom asperity, then the
current will come predominantly
from the single atom at the end of
the tip and atomic resolution be-
comes possible.

Electron tunneling in con-
densed matter is well studied (5),
but the experimental demonstration
that it could be exploited for atomic
resolution at the liquid-solid inter-

face was startling (6). The new field
initiated through that work  is  the
subject of this review.

The Controlled Liquid-Solid
Interface

Atomic resolution microscopy
under liquids has exciting new ap-
plications. Imaging surfaces (and
processes) in  their  “real” environ-
ment is important for problems in
chemistry, biology, and engineer-
ing. What is, perhaps, not so widely
appreciated are the opportunities for
advances in basic science.

Some of the  complexity  of a
“real” interface is illustrated in the
review by Stuve (7), who has used
models of the liquid-solid interface
in an ultrahigh vacuum environ-
ment to study the atomic structure
by thermodynamic means and
atomic scale probes like LEED. The
first bilayer of water molecules on a
close-packed metal surface is prob-
ably quite ordered, even if water
does not react with the metal (i.e.,
does not chemisorb), and the metal
surface is  uncharged.  The oxygen
atoms orient toward the metal, and
the second layer forms a network of
hydrogen bonds with the first. If the
surface is charged by, for example,
applying a potential difference be-
tween it and another electrode  in
the same electrolyte, the ratio of
anions to cations  at the electrode
surface will change to balance the
electrode surface charge. The re-
gion of space over which a net
charge is induced in the solution is
referred to as the double layer. Most
of the potential is  dropped at  the
metal surface and where atoms and
molecules are bound. A small frac-
tion (ca. 25  mV) is dropped in  a
diffuse layer where molecules and
ions undergo thermal motion.

This interface is remarkably
complicated when compared with a
clean surface in vacuum. However,
this  complication is compensated,
to some extent, by two advantages
of electrochemical interfaces.  One
is fundamental and lies in the possi-
bility of potential control of the

I ∝ exp{-2κI ∝ exp{-2κ x2x2

2R2R} EQ2
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electrode. The  second  is  practical
—the relative ease with which con-
tamination may be controlled.

Adsorption and the electric po-
tential difference between the elec-
trode and the bulk solution (i.e.,
outside the double layer region) are
intimately connected. When a parti-
cle adsorbs onto a surface, some
charge is redistributed between the
surface and particle. This change in
charge distribution leads to a
change in the electric potential of
the surface (i.e., electrode) onto
which the particles adsorb. Con-
versely, by controlling the potential
of the electrode with respect to the
source of particles (the bulk fluid),
adsorption may be controlled. The
Gibbs-Duhem equation is a quanti-
tative statement of this relationship.
The change in energy per unit area
of a rigid surface of charge density
σ on adsorption of a surface excess
(excess with respect to the bulk
concentrations) Γi of species i is

where dφ is the change in potential
of the surface with respect to the
reservoir of particles and dµi is the

change of chemical potential of
species i on binding to the solid. In
a UHV experiment, the adsorption
(Γi) is  controlled by isolating the
surface from the reservoir of parti-
cles. The system is kept far from
equilibrium and the potential of the
surface with respect to the source of
particles is not controlled. In an
electrochemistry experiment, the
(conducting) surface  is  in contact
with the source of particles, and ad-
sorption is controlled using a feed-
back system to fix the surface po-
tential. Thus, the UHV and electro-
chemical environments are comple-
mentary ways of preparing control-
led surfaces.

The second advantage is a
practical one. The techniques out-
lined above only permit control to
the extent that a reactive  species
(large dµl) does not cover the sur-
face. If a solid layer of the reaction
product is in equilibrium with the
dissolved (reactive)  ions, attempts
to alter the surface charge (or po-
tential, dφ ) change only the relative
amount of reactants and products,
leaving the surface pinned at the
Nernst potential for the reaction.
Thus, the concentration of reactive
atoms or  molecules must  be kept
small. At  first  sight, the  situation
appears to be hopeless. To use a
concrete example, chlorine ions can
react with gold, so electrolytes such
as NaCl do not permit a large vari-
ation of the interfacial potential at a
gold electrode. Perchlorate electro-
lytes do not interact strongly with
gold,  but it is difficult  to prepare
perchlorate solutions with less than
1014 chlorine ions per cm3. This
concentration of contamination in a
vacuum chamber would be disaster-
ous. The corresponding partial
pressure of 10-3 Torr would form a
monolayer in just one millisecond.
However, in a liquid, ions move
more slowly, covering a distance l
cm in a time t ≈ l2/D seconds where
D is the translational diffusion con-
stant. In the example just discussed,
about 1014 ions/cm2 would form a
monolayer, so diffusion would have
to transport ions over a distance of

≈ 1 cm. With a typical value for D
of around  10-6 cm2s-1 this would
take 106 seconds (more than a
week)! To achieve such results in a
UHV experiment  would require a
pressure of 10-12 Torr, an excellent
vacuum.

Atomic Resolution
Microscopy in Water

The practical extension of
STM techniques to operation in
water was straightforward. The cur-
rent that flows when ions react with
an electrode is proportional to the
electrode area, whereas tunneling
requires only that a single exposed
metal atom be available at the end
of the tip. Liu, et al. (8) and Son-
nenfeld and Hansma (6) showed
that electrochemical leakage cur-
rent into the surrounding electrolyte
could be minimized by coating the
tip with an insulating layer, leaving
only the very end open to act as a
source (or sink) of tunnel current.
Using glass-coated microelec-
trodes, Sonnenfeld and Hansma ob-
tained atomic resolution images of
graphite under water and images of
a polycrystalline gold surface in a
salt solution (6). Their microscope
was very simple. A tunneling tip
was suspended from piezoelectric
scanning tubes and hung into a liq-
uid container placed over a graphite
substrate. The sample was mounted
on a steel plate that  was bent up
towards the tip until tunneling cur-
rent was obtained.

An example of a modern mi-
croscope for fluid studies is shown
in F1. The tip of an AFM or STM
dips down into the liquid cell which
consists of a small Teflon tube
mounted on a steel sample stage
(F1.1). The stage is positioned ver-
tically with screws (F1.2) and a
stepper motor inside the top hous-
ing (F1.3). A scanner unit (F1.4)
moves an STM or AFM probe
through a flexible hermetic seal.
The whole sample stage is hermeti-
cally isolated in a glass container
(F1.5). This microscope is capable

F1
A microscope for electro-
chemical/in situ imaging
at high resolution. The
open liquid cell sits on
a stainless steel plate (1)
mounted to the micro-
scope via adjustable
screws (2), the height
of which is controlled
by a motor in the top-
housing (3). A scanner
housing (4) holds either
a scanning tunneling
probe or an atomic
force sensing probe
moved inside the
sample chamber (5)
through a flexible
hermetic seal. Hermetic
enclosure of the sample
chamber permits control
of the humidity or
sparging with inert
gasses for enhanced
range of potential con-
trol of the sample.

d d dγ σ  φ Γ= - - Σ i iµ
i

EQ3
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of drifting as  little as 1Å/minute,
operating in water.

Though the experimental ar-
rangements are simple, we must ad-
dress the complexities of the me-
dium. There is, presumably, a clus-
ter of molecules between the scan-
ning probe and the substrate. How
does this cluster influence the inter-
action force and the tunnel current?
We shall return to this point.

Applications of STM and
AFM Imaging

Before considering the physi-
cal principles of the operation  of
the microscopes, we will survey

some applications representative of
growing areas of the field. This is
not intended to be a comprehensive
review. Electrochemical applica-
tions have been surveyed elsewhere
(9,10 and Volume 94 of Discussions
of the Faraday Society, which is de-
voted to “The Liquid-Solid Inter-
face at High Resolution”).

We begin with a rather special
example of the operation of an
AFM in water. Operation in water
has yet an additional advantage for
atomic force microscopy. The prin-
cipal limitation in air  is  capillary
condensation of water into the gap
between the tip and the substrate,
which leads to a large adhesive

force which  pulls  the  tip  into  the
surface. By imaging a low-energy
surface (i.e., intrinsically low adhe-
sion) under  water, Ohnesorge and
Binnig were able to lower an AFM
tip into contact gently, sensing the
changes that occurred as the atoms
first pulled the tip in via attractive
interactions (11). As the tip was
brought closer to the surface, the
contrast started to change, becom-
ing negative as repulsive forces
contributed to the interaction. Even-
tually more than one tip atom be-
came involved, complicating the
image. Importantly, there was no
evidence of image contrast from
water molecules bound to the sub-
strate, implying that, on this low en-
ergy (calcite) surface, interactions
with water molecules are very
weak.

Rather delicate surface struc-
tures can be imaged. F2 is an image
of the fine structure formed when
the gold (111) surface reconstructs.
Reconstruction is driven by a low-
ering of the surface energy obtained
by redistributing the surface curva-
ture. Describing this requires relax-
ing the constraint that the surface is
rigid in EQ3. In the case of gold, a
few extra gold atoms move to the
surface to cause a small buckling.
The small (0.1Å high) ripples
caused by these stacking faults are
seen as  stripes  in  the image. The
images were obtained by STM with
the sample under potential control
in 0.1M HClO4 (12-14).

Changes of the surface poten-
tial can be used to put down (and
remove) adlayers in a controlled
manner. An example is the deposi-
tion of Cu on Au(111) imaged by
STM (15) where the hexagonal Cu
lattice that covers the gold terraces
has nearly twice the lattice constant
of the underlying gold. This process
has also been imaged by AFM (16).

The deposition process is illus-
trated dramatically by potential-
jump (or potentiodynamic) experi-
ments. In these experiments, the
surface potential is jumped into the
adsorption region as the microscope
is scanning and the surface is seen

F2
Gold (111) surface
showing stripes owing
to the 23 x √3 recon-
struction. This structure
is lifted at positive po-
tentials, and the STM
has been used to study
the kinetics of this
transition.

F3
Two sequential scans of
a cytosine adlayer taken
just after the potential
was stepped into the re-
gion where it disorders.
Melting of the ordered
layer is seen to proceed
along rows of molecules.
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to change structure instantaneously
on the time-scale of the scan. Gao,
et al. have made dramatic images of
adsorption of iodine onto gold (17).

Much progress has been made
in studying the deposition of or-
ganic molecules. F3 shows ordered
stacks of cytosine molecules on
Au(111). At positive potentials, cy-
tosine chemisorbs on gold, forming
a highly ordered adlayer. The im-
ages show the progression of melt-
ing of the ordered  regions as the
potential is stepped just negative of
the chemisorption region (18). The
adlayer is present in the “melted”
regions, but is, presumably, diffus-
ing too rapidly to yield images. In
the case of bipyridine on Au(111),
adsorption in the disordered phase
is  strong enough to inhibit diffu-
sion, and individual molecules can
be followed from the ordered to
disordered phase (19).

Applications of AFM to
Biological Processes

Microscopy in water offers the
possibility of imaging processes as
they occur, and perhaps the first ex-

ample of this type of experiment
was the imaging of thrombin-pro-
moted aggregation of fibrinogen.
The AFM was used to image a
clean glass slide under a solution of
the blood-clotting protein fibrino-
gen. The clotting enzyme thrombin
was added at the beginning of a se-
ries of scans and subsequent scans
showed the formation of aggregated
mats of fibrinogen (20).

In addition to imaging, the
AFM can make local force meas-
urements. Li, et al. measured the
electrostatic interaction between
small charged polystyrene latex
spheres by gluing one sphere onto a
force-sensing  cantilever and  scan-
ning it over a sphere attached to a
mica substrate (21). A long-range
repulsive interaction was seen in a
low-salt medium. It became
screened  as the salt  concentration
was increased. Hoh, et al. measured
small jumps in the adhesive interac-
tion between a silicon nitride tip
and a glass surface in a basic solu-
tion (22). The force-interval be-
tween jumps shows a distinct peri-
odicity. Each step in adhesive force
was separated by about  10 pN, a

force that the authors attribute to
the breaking of a single hydrogen
bond. Such experiments  have be-
come very sophisticated and the
AFM has been used to measure the
force required to separate comple-
mentary strands of DNA (23).

Other examples include the
measurement of enzyme motions
when acting on a substrate and the
imaging of the formation of various
DNA-protein complexes (24).

Large-Scale Electrochemical
AFM Imaging

The STM has proven valuable
in the study of electrode processes
such as corrosion and the modifica-
tion of battery electrodes under po-
tential cycling where information
on the morphology of electrodes is
useful, even at low resolution. F4
shows the action of sodium chlo-
ride on 304 stainless steel over a
period  of 150 minutes. F5 shows
the surface of a Zn battery electrode
as freshly prepared (A) and after
two potential cycles (B).

What Do STM Images in
Water Mean?

A simple model of the vacuum
tunneling gap (25) shows that the
current decays  according to EQ1
with

where the work function, Φ, is the
work required to remove an elec-
tron from the bulk of the metal to a
position, at rest, outside the metal.

F4
AFM images showing cor-
rosion of 304 stainless
steel in NaCl solution.
Images were taken after
4 minutes (A – height
range = 50 nm), 30 min-
utes (B – height range =
250 nm) and 150 minutes
(C – height range = 500
nm).

F5
AFM scans of zinc foil in
aqueous electrolyte (A)
on first immersion and
(B) after two potential
cycles.

2m
h2 Φκ = EQ4
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EQ1 and EQ4 show that the tunnel
current though the gap will fall as

when Φ is measured in eV and z is
measured in Å. For work functions
on the order of a few eV, the tunnel
current will decay by about an or-
der of magnitude for each Å change
in gap (the origin of the extraordi-
nary sensitivity of the STM).

How realistic is this simple
picture of a metal-vacuum-metal
gap? It is certainly not valid for tun-
neling in a medium. To see this, we
need to consider how the resistance
of a small tunnel junction changes
with distance. At contact, the situ-
ation becomes particularly simple if
the junction is small enough.

The resistance of classical
point contacts is described in terms
of the bulk resistivity of the materi-
als that form the contact. The “con-
striction resistance” is a simple

function of the resistivity of the ma-
terials. For a contact of diameter a,
the constriction resistance is given
by R ≈ ρ/a where ρ is the resistivity
of the metal (26). This is not a rele-
vant description when  the dimen-
sions of the contact become smaller
than the mean-free path of electrons
in the materials used to make the
contact. Such electrical systems are
often referred to as mesoscopic
(27). This difference was first
pointed out by Sharvin in 1965
(28). He used classical arguments
to estimate the resistance of a gas of
electrons diffusing through a small
orifice. Landauer has considered
the contribution of a single scatter-
ing point to the total resistance of a
linear (but disordered) array of
scatterers (29). The result, inde-
pendent of the material of the con-
striction, is

The wavelength of electrons at the
Fermi energy is  somewhat  longer
than typical atomic dimensions
(30), so a single atom point-contact
will act like a one-dimensional con-
striction. Further examination
shows that this result is remarkably
robust. It is (more or less) true in
three dimensions, even for ad-
sorbed atoms with states that are far

from resonance. Lang has carried
out simulations of the quantum
point-contact resistance of an STM
(31) and Kalmeyer and Laughlin
have derived some useful formulae
for the quantum point contact resis-
tance  of an  atom  (32). The resis-
tance of these contacts is on the or-
der of 104Ω for a remarkable range
of parameters.

Thus, we conclude that the re-
sistance of a vacuum tunnel junc-
tion should vary with distance ac-
cording to

R(z)=12.9e2κzkΩ EQ6

We have made careful measure-
ments of the tunneling gap in water
(33) concluding that, at R ≈ 109Ω,
the gap is about 20Å. According to
EQ6, this gap in vacuum would
correspond to 1024Ω tunneling re-
sistance!

Of course, a gap containing
molecules must differ from a vac-
uum gap. A simple model of mole-
cules in a gap is based on a one-di-
mensional model of resonant tun-
neling. Even far from resonance
(i.e.,  the electron energies are not
close to energies of molecular
states), the molecular states may en-
hance tunneling considerably  (34-
36). Nonetheless, there is currently
no  good  understanding of the ex-
treme range of tunneling in water,
although many electron effects (po-
larization) probably play a role
(37). Certainly, it is remarkable that
atomic resolution is obtained when
the tip is far from the surface. While
the water between the tip and sub-
strate may be invisible in the image,
it plays an important role in the tun-
neling process.

STM Measurement of
Molecular-Electronic
Properties

Given the theoretical uncertain-
ties discussed above, it would seem
that, in spite of the plethora of
evocative images, the STM should
be avoided at all costs, for what
good is high resolution if we cannot

F6
Images of a mixed film of
protoporphyrin and iron-
protoporphyrin on graph-
ite under potential control
with the substrate held at
the redox potential of the
iron. (A) No iron. (B) 20%
iron. (C) 80% iron. (D)
100% iron.

F7
Images of DNA microcir-
cles on mica taken under
1mM ZnCl2 solution show-
ing kinks in the DNA
which form only in the
presence of zinc ions.
The full width of the im-
ages is about 3 nm and
internal structure is evi-
dent.

R0 = = 12.9κΩh EQ5
2e2

Φzexp{-1.025 }

Current Separations 17:1 (1998) 22



interpret it? Indeed, recent ad-
vances in AFM have led to consid-
erable enhancement of its resolu-
tion in water (see below), so  the
original reasons for using STM are
not as compelling.

However, the ability of the
STM to probe local electronic prop-
erties is of considerable value. Re-
cent work  by  Tao  and  others has
shown that there is a significant
correlation between STM  contrast
and the electrochemical properties
of molecular adlayers (38-41).
Thus, the STM has a role as a nano-
scale analytical device, capable of
chemical identification of individ-
ual molecules in certain cases.

F6 shows images of mixed
films of protoporphyrin and iron
protoporphyrin imaged on a graph-
ite electrode held at the redox po-
tential of the iron. The images show
a film with no iron (F6A), 20%
iron-containing molecules (F6B),
80% iron-containing molecules
(F6C), and 100% iron-containing
molecules (F6D). The bright spots,
which light up when the substrate
potential is set at the redox poten-
tial, correspond to the location of
iron-containing porphyrins.

Improved AFM Imaging
in Fluids

Conventional contact-mode
AFM results in considerable dam-
age to the surface, particularly
when soft adlayers are imaged un-
der water. An improvement results
if the tip  is oscillated so that the
surface is contacted only intermit-
tently, and a method  (called fluid
tapping) has been developed by
several groups (42,43). The cantile-
ver is vibrated by means of a piezo-
electric actuator attached to the
fluid-cell housing. Unfortunately,
damping of the cantilever motion
by water requires that the actuator
be vibrated at large amplitudes, and
this drive causes spurious mechani-
cal resonances  in the microscope
housing (44). A significant im-
provement results if the tip is driven
directly. One scheme for doing this

is to apply a magnetic film to the
cantilever and use a solenoid to
generate a magnetic field at the
cantilever (45,46). If the other com-
ponents of the microscope are not
magnetic, spurious responses are
eliminated (47). Remarkable reso-
lution of biological molecules un-
der  water has been obtained  with
this approach (48). An example is
shown in F7. This is an image of
small (180Å diameter) synthetic
DNA microcircles. Abrupt kinks
form in the presence  of Zn  ions.
They disappear in the presence of
Mg ions (49).

Conclusions

It has been a little over ten
years since the discovery that the
STM can image atoms in water. Yet
the field has undergone rapid
growth only recently as special mi-
croscopes become available com-
mercially. Further rapid develop-
ment of instruments  is  inevitable,
and we expect to see particularly
rapid progress in the imaging of
processes at the liquid solid inter-
face and the  development of  mo-
lecular-electronic devices and proc-
esses based on single molecules.
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